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1. INTRODUCTION

The notion of BCK/BCI-algebras was introduced by Y. Imai and K. Iséki in 1966 as a
generalization of the concept of set-theoretic difference and propositional calculi [7]. In 2008,
W. A. Dudek and Y. B. Jun extended the idea of BCI-algebras to introduce pseudo BCI-
algebras [5]. Y. B. Jun et al. introduced the idea of pseudo-ideal and pseudo-homomorphism
in a pseudo BCI-algebra, and then they investigated several related properties. G. Dymek
introduced the idea of p-semisimple pseudo BC'I-algebras and established its characteriza-
tions [3]. For example, it is shown the p-semisimple pseudo BCI-algebras and the groups
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are categorically equivalent. The idea of minimal elements in a pseudo BC'I-algebras was
defined by Y. H. Kim and K. S. So [10]. Furthermore, it was shown that the collection of all
minimal elements of a pseudo BCI-algebra form a subalgebras of A. In [12], H. Moussei et al.
introduced the idea of p-closure in BCI-algebras and investigated some related properties.
In the sequel, H. Harizavi introduced the notion of p-closure in pseudo BC'I-algebras and
discussed several related properties [6]. In this paper, following [6], we defined the general-
ization of p-closure, denoted by gcl(C) for a non-empty subset of a pseudo BC'I-algebra, and
discuss several related properties. We determined the gcl of subalgebras and pseudo-ideals.
We discus the relationship between the gcl and the minimal elements. Also, using the notion
of gcl, we give a necessary and sufficient condition for a pseudo BC'I-algebra to be nilpotent.
Moreover, we prove that the set of all nilpotent elements of a pseudo BCI-algebra A, denoted
by N4, is the least closed pseudo-ideal with the property gcl(Na) = N4. Finally, we showed
that the gcl, as a function, acts on closed pseudo-ideals as the same as a closure operation.

2. PRELIMINARIES

In this section, we present some fundamental results which are useful in this paper, and
for additional details, the reader is referred to [5, 11].

By a BC1I-algebra, we mean an algebra (A,x*,0) of type (2,0) satisfying the following
axioms for all r, s,t € A:
BCI-1: ((rxs)«*(rxt))*(txs) =0,
BCI-2: r*r =0,
BCI-3: r+s=0and s*x7 =0 imply r = s.

A BC1I-algebra (A, x*,¢) that satisfies the property 0 r = 0 for all € A is known as a
BCK-algebra [13].

Definition 2.1. [5] A pseudo BCI-algebra is the structure A = (A, <, %,0,0) consists of <
as a binary relation on set A, x and ¢ as binary operations on A, and 0 as an element of A

satisfying the following axioms: for all r,s,t € A,

(a1) (r*xs)o(r=t) Jtxs, (ros)x(rot) <tos,
(ag) Tx(ros) <s,ro(r*s) <s,

(ag) r <,

(ag) 7 <8, 8 Xr =1 =135,

(a5) T s<=rxs=0<=ros=0.

A pseudo BC1I-algebra A = (A, =<, *,0,0) satisfying the property 0 *x a = 0 = 0 ¢ a for
all a € A is known as a pseudo BC K-algebra. It is clear that every pseudo BCI-algebra
(respectively, pseudo BC K-algebra) satisfying the property r*s =ros for any r,s € Ais a
BCI-algebra (respectively, BC' K-algebra).

Ezample 2.2. [3] Consider A = [0,00) with the usual order <. Define binary operations
and o on A as:

0 ifr<s

2 arctan(In(%)) if s <,

TkS =
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0 ifr<s
ros=

re— tan(5)

if s <,

for all r,s € A. Then (A, <, *,0,0) is a pseudo BCK-algebra, and hence it is a pseudo
B(C'I-algebra.

Proposition 2.3. [5] Any pseudo BCI-algebra A satisfies the following conditions: for any
r,s,t € A,
(1) r 20=1r=0,
)r=s=r*xt3s*xt,rot 2 sot,
)r=s=txstxrtos=tor,
)r<ss=3t=r=t,
ps) (rss)ot=(rot)x*s,
pe) TS It Tkt s,
) (rxs)*(txs) 2rxt,(ros)o(tos) 2rot,
)
)

rx(ro(rxs))=r*xsandro(rx(ros))=ros,
r

Notation 2.4. For any elements r, s of a pseudo BCI-algebra A and a natural number p, we
denote

rxs(OP) = ((L.(r*s)os)os)..)os.

p—times
rx g(oFp) — ((..(rxs)os)x8)o...).
———

p—times

Let (A, =,%,0,0) be a pseudo BCI-algebra and S a non-empty subset of A. Then S is
called a subalgebra of A if r+xs € S and ros € S for any r,s € S. It can be checked that
K(A):={re€ A|0xr=0=0or} is a subalgebra of A, which implies that (K(A), <, *,©,0)
forms a pseudo BC K-algebra.

In a pseudo BCI-algebra A, an element m is called minimal if the following condition
holds:

VMreA)r<=m=r=m.
The set of all minimal elements of A will be denoted by M(A). Clearly, 0 € M(A). In [8],
it has showed that m € M if and only if m =0 (0o m).
Hence M(A)={m e A|m=0x%(0om)}. It can be shown that K(A) (" M(A) = {0}.

A pseudo BCI-algebra A is called p-semisimple if every element in A is minimal, that is
M(A) = A.

Proposition 2.5. [2] Considering a pseudo BCI-algebra A and elements r,s € A, the
following conditions are equivalent:

(i) A is p-semisimple,

(i) rx(ros)=s=ro(rxs),

(#7) 0% (Oor)=r =00 (0x7r).
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An element a of a pseudo BCI-algebra A is said to be nilpotent if 0 x a*?) = ( (or
equivalently 0 ¢ a(*P) = 0) for some p € N. The set of all nilpotent elements of A is denoted
by N4. A pseudo BCI-algebra A is called nilpotent if all its elements are nilpotent, that is
Ny = A

If m is a minimal element of A, then the set V/(m) := {a € A | m < a} is called the branch
of m. It has proved that for any pseudo BCI-algebra A, A = U,cpra)V (m) [4].

Definition 2.6. [9] In a pseudo BCI-algebra A, a subset I of A is called a pseudo-ideal if
it satisfies the following conditions:

(I1) 0 eI,

(12) (Vs € I)(x(s,I) C I and o(s,I) C I),

where %(s,I):={re€ A|rxsel}and o(s,I):={reAlrosel}.

Theorem 2.7. [9] Let A be a pseudo BCI-algebra and I a pseudo-ideal of A. Then, the
following statements hold:

(i) (Vr,s€ A) sxrel (orsorel)andrel— sel,

(ii) (Vr,s€ A) s=2randr € l— sel,

(ii) I is closed if and only if 0xr =00r € I for anyr € I.

A mapping p : E — E is said to be a closure operation on an ordered set (E,<) if it
satisfies the following properties: for all xz,y € F,
(i) < p(z),
(ii) z <y = p(x) < p(y),
(iit) p(p(z)) = p().

3. ON THE GENERALIZATION OF PSEUDO P-CLOSURE

We will start by defining the concept of gcl(C) for a non-empty subset C of a pseudo
BCI-algebra A, and then investigate some related properties. Throughout, let A be a

pseudo BC'I-algebra unless specified otherwise.

Definition 3.1. Assuming C is a non-empty subset of A, the generalization of pseudo p-
closure of C, represented by gcl(C), is defined as follows:

gel(C):={acA | cx a*P) coal®P) € C for some ¢ € C and p € N}.

Ezample 3.2. [1] Let A = {0,a,b,z,y,g} be a pseudo BCI-algebra in which * and ¢ are
binary operations that defined by the following Cayley’s tables:

x| 0 a b x y g ol 0 a b x y g
0] 0 O g g g 0,0 0 0 g g g
ala 0 a g vy vy ala 0 a x g =
bbb b 0 x g =« b|b b 0 g y vy
x|z g = 0 b b zlxz x g 0 a a
yly v g a 0 a yly g y b 0 b
g9/9 g g 0 0 0 919 g g 0 0 0

By taking C := {a}, it is straightforward to verify that gcl(C)={0, b,

.

From Definition 3.1 and Proposition 2.3(py), (p10), the following lemma is clear.

S
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Lemma 3.3. If C, D are non-empty subsets of A, then we have:
(1) 0 € gel(C),

(i) if C C D, then gcl(C) C gcl(D),

(7i1) if 0 € C, then C C gcl(C).

The next theorem characterizes the minimal elements within A.
Theorem 3.4. m € A is minimal if and only if gcl({m}) = Na.

Proof. Assume that a € gcl({m}) for an element minimal m of A. Then there exists p € N
such that m x a*?) = m = m o a(*P). Consequently, by Proposition 2.3(ps), we get 0 =
(mxa®P))om = (mom)*a*P) = 0xaP) that is 0% a*P) = 0 which yield a € N4. Hence
gcl({m}) € Na. To prove the reverse inclusion, let @ € N4. Thus 0 % a(*? = 0 for some

q € N, and so, we have

by the minimality of m mx a? = (06 (0% m)) * a9

by Proposition 2.3(ps) = (0% a™D) o (0% m)
=00 (0%xm)

by the minimality of m =m,

that is m * a9 = m. Similarly, we have m o a(>? = m which yield a € gcl({m}) and so
Na C gel({m}). Therefore gel({m}) = Na.

Conversely, suppose that gel({m}) = N4 for m € A. Let d € A with d < m. Hence, by
Proposition 2.3(p2) we get 0 < m x d, therefore, this implies that m x d € K(A). It is not
difficult to see that K(A) C N4. Hence mx*d € N4, and so, by hypothesis, mxd € gcl({m})
which implies m % (m % d)*?) = m = m o (m * d)*?) for some p € N. Thus, we have
by Proposition 2.3(ps) mxd=(mo(mxd) P xd= (mx*d)o(m*d) P
= ((m*d)o(mxd))o(mxd) P~

o (m* d)©P~1)
= (00 (mxd))o (mx*d) P2

by Proposition 2.3(p11) < (dxm) o (m*d)©r=2)
=00 (m*d)®P2 = =00 (mxd) <dsm=0.

Consequently, we have m * d = 0, which implies m < d. Therefore m = d, and so m is a
minimal element of A. U
Proposition 3.5. If C is a subset of A containing a minimal element of A, then Ny C
gcl(C).

Proof. Let m be an arbitrary minimal element of C. By Lemma 3.3, gcl({m}) C gcl(C). On
other hand, by Theorem 3.4, we have Ny = gcl({m}). Therefore N4 C gcl(C). O

Theorem 3.6. For any pseudo BCI-algebra A, gcl (M(A)) = A.

Proof. Suppose initially that a € A. It follows from A = U,,,cpr(4)V (m) that a € V(m) for
some m € M(A), and therefore m < a. Consequently, mxa =0 € M(A), which implies a €
gcl(M(A)). Hence, A = gcl(M(A)).

U
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Corollary 3.7. For any subset C of A, if M(A) C C, then gcl(C) = A.

Proof. This is a direct consequence of Lemma 3.3(ii) and Theorem 3.6. g
The converse of Corollary 3.7 is not universally true as shown in the following example.

Ezample 3.8. Consider A = {0,a,b,z,y,g} as a pseudo BCI-algebra in Example 3.2. By
taking C' = {a,b,z,y,9}, it can be checked that M(A) = {0,¢} and gcl(C) = A, but

A) ¢ C.

Theorem 3.9. If A is a pseudo BCK -algebra, then gcl({0}) =

Proof. The proof is straightforward by using Proposition 2.3(p12). O
The following example show that the converse of Theorem 3.9 is not true in general.

Ezample 3.10. Consider A = {0,a,b,z,y, g} as a pseudo BCI-algebra in Example 3.2. With
a simple calculation, we get gcl({0}) = A, but A is not a pseudo BC K-algebra.

Theorem 3.11. A pseudo BCI-algebra A is nilpotent if and only if gcl({0}) =
Proof. The proof is straightforward by using Definition 3.1. O
The following lemma is useful for the proof of the next theorems.

Lemma 3.12. For any a,d € A and p,q € N, the following conditions hold:
(1) 0% a*P) =00 aloP),

(i) 0 (O*a(*p)) =0x (O*a)( P,

(iii) If 0o (0 % a(®P)) = 0, then 0 x a(*,p) =0,

(iv) 0% (doal®P)) = (0% d) % (0% a*P)),

(v) 0% (d*a*P)) = (0% d) o (0xa)®P),

(vi) 0% (0% aP)Y5D) = 06 (00 a)®PD =0 * (0 x al*PD).

Proof. (i)-(iii) The proofs are straightforward by using the induction method and proposition

2.3(ps)-
(iv) We proceed by induction on p > 1. For p = 1, the result holds by Proposition 2.3(p13).
Suppose that the statement is true for p, that is

(3.1) 0% (doal®P)) = (0% d) (0% a™P),
and prove it for p + 1. For this purpose, we have
0% (doa®P) = 0x ((doa®P))oa)
by Proposition 2.3(p13) = (0% (doa®P)) % (0%a)
by (1) ((0 % d) * (0% a*P)) « (O*a)
by Proposition 2.3(p13) and (ii) = ((0% (0% a)*P) % (0xa)) o
= (
= (
= (

0% (0%a)*P ) od
0% (0% a*Pt)))od
0% d) % (0% atPHD)

by (ii)
by Proposition 2.3(ps)

This completes the proof.
(v) The proof is similar to the proof of (iv).
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(vi) We proceed by induction on p > 1. For p = 1, the result clear for any ¢ € N. Suppose
that the statement is true for p and any ¢ € N and prove it for p + 1. We have

0 * (0 * a(*#]))(*,p-&-l * (0 * a/(*vq))(*vp)) * (O % a(*7Q))
(0% a®9)) o (00 )P
0 (00a) D) o (00 a)P)

) — (0

by the induction hypothesis = (00 (00a)®P9) % (0% a*9)
by Proposition 2.3(ps) =(0
— (0

by (ii)

Therefore the statement holds for every p,q € N. O
Lemma 3.13. For any subalgebra C' of A, we have
a€gd(C) < 0xa*? e C for some qeN

Proof. (=) Assume that a € gcl(C). Then, there exist ¢ € C and ¢ € N such that ¢ a9 €
C. By closedness of C, we get (¢ * a*%9)oc € A. Then it follows from Proposition 2.3(ps)
that (coc)* a*9 € A, and consequently 0 x a(>? € C.

(<) It is clear by Definition 3.1 and Lemma 3.12(7). O

In the sequel, we introduce a condition on pseudo BC'I-algebras and obtain several results

about gcl.

Definition 3.14. A pseudo BCI-algebra A is called a pseudo BC[I-algebra with condition
(Z) if it satisfies the following equation:

(Oxa)*d=(0%a)od for all a,d € A.

Ezample 3.15. Consider (A = {0,a,b,z,y,g},*,0,0) as a pseudo BCI-algebra in Example
3.2. Some routine calculations show that 0% (u*t) = 0% (uot) for any u,t € A. Therefore
A satisfies condition (7).

Some pseudo BC'I-algebras does not satisfy the condition (Z) as shown in the following

example.

Ezample 3.16. Consider (A = {0,a,b,c,d, e}, *,0,0) as a pseudo BCI-algebra [1] in which

the operations %, ¢ are given by the following Cayley’s tables:

x| 0 a b ¢ d e ol 0 a b ¢ d e
0] 0 a b d c e 0] 0 a b d c e
ala 0 ¢ e b d ala 0 d b e ¢
blb d 0 a e ¢ bl b ¢ 0 e a d
clec e a 0 d b clec b e 0 d a
did b e ¢ 0 a did e a ¢ 0 b
ele ¢ d b a O ele d ¢ a b 0
The pseudo BCI-algebra A doesn’t satisfy condition (Z), because (0xa)xb = ¢, but (0xa)ob =

d.

Lemma 3.17. Let A be a pseudo BCI-algebra with condition (Z). Then, for any a,d € A
and p € N,
0 = (a * d)(*,p) = (O * a(*vp)) o> (O * d(*vp))
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Proof. We proceed by induction on p > 1. For p = 1, the result holds by Proposition 2.3(p13).
Suppose that the statement is true for p and prove it for p 4+ 1. For this purpose, we have

0% (a* d)(*’p+1) = (0% (ax* d)(*’p)) * (axd)
by the induction hypothesis = (0% a™P)) o (0% d*P))) x (a * d)
= (0% (axd) 0al®P) o (0% d*P)

by Proposition 2.3(p13) = (((0%a) o (0xd)) oa®P) o (0xd*P)
by condition (Z) and and Proposition 2.3(p13) = ((0 % a®P™) % (0% d)) o (0 % d*P))
by Proposition 2.3(p;3) = (0% (0% d™*P))) % a®*PTDY 5 (0 d)
by condition (Z) = (0% (0% d*P))) 0 al®PTDY % (0 d)
by Lemma 3.10(ii) = ((0% (0% d)*P)) % (0 % d)) o al>PHY)

= (0% (0% d)PHDY o glowtD)
by Lemma 3.10(ii) = (0% (0% d*PTDY) o gloP+D)
by Proposition 2.3(p13) = (0% aPTDY o (0 % PV,

This completes the proof. O

Theorem 3.18. Let A be a pseudo BCI-algebra with condition (Z). If C is a subalgebra of
A, then so is gcl(C).

Proof. Let ¢,d € gcl(C). Then, there exist s,t,7 € C and ¢ € N such that s * 0 = ¢,
so0c®) =r. So (sot)* ™D =0=(sx7) 0. By taking, sot = a, s *r = b, we obtain

(3.2) ax ™D =0 and 0% c*9) =0xa,

(3.3) boc®D =0 and 06> =00b.

Thus, we have

0 * C * kq ((a & a) * C(*’q)) * c(*v(k_l)q)
by Proposition 2.3(ps) = ((ax*c 7‘1)) (*7(k—1)Q)) oa
by (32) (0 * C (x, (k= l)q)) Soa = ((O * C(*7q)) * C(*?(k_Q)Q)) Sa
by (3.2) = ((00a) x cHFE2D) 6 g = (0% HF2D) 6 ¢(:2)
by (32) — (0 * C(*zq)) o a(O,k*l) — 0 o a(o,k) c C,

for any £ € N. Thus

(3.4) 0% kD 06 k) e O for any k € N.
Similarly, from d € gcl(C), we get

(3.5) 0% d**) 00 d*P) € C for any k € N.

Combining, (3.4), (3.5) and Lemma 3.17, by closedness of C, we get 0 * (¢ * d)(*P9) =
(0% *PD) o (0 % d*PD) € C, which implies ¢ * d € gel(C). Therefore gel(C) is a subalgebra
of A. O
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The converse of Theorem 3.18 may not hold as seen in the following example.

Ezample 3.19. Consider A = {0,a,b,x,y,g} as a pseudo BCI-algebra with property (Z) in
Example 3.2. By taking C' = {0,a,z}, it can be checked that gcl(C) = A. But C is not a
subalgebra of A because axz =g ¢ C.

Proposition 3.20. The following hold:
(1) if 0 € C C K(A), then gcl(C) = Ny,
(i7) for alld € A, gcl({A(d)}) = Na, where A(d) = {a € Ala < d}.

Proof. (i) By Theorem 3.5, Ny C gcl(C). To prove the reverse inclusion, assume that d €
gcl(C). Then there exist a,b,c € C and ¢ € N such that axd®?D =band aod©? = ¢. Then

we have

by b € K(A) 0=0%b=0x(axd*?)

by Lemma 3.12(iv) = (0% a) o (0xd>?)

by a € K(A) =00 (0%d®9),

Then from Lemma 3.12(i44), we obtain 0 % d(>? = 0, and so by Lemma 3.12(i), we have

0%d*% =0 . Thus, d € Ng. Therefore gcl(C) = Ny.

(ii) Let a € N4. Then 0% a9 = 0 = 00 a(>? for some ¢ € N and so (d * a*?) o d =
(dod)*a*®) = 0xa*? = 0. It follows that d a9 < d, and consequently d*a*9 € A(d).
Similarly, we have d o a(>9 ¢ A(d). But, d € A(d). Hence, a € gcl(A(d)) and so Ny C
gcl(A(d)). To prove the reverse inclusion, suppose that a € gcl(A(d)). Then there exists
t € A(d) such that t a9 < d, that is (t*a*9)od = 0 and so (tod) *a*9 = 0. On other
hand, from t € A(d) we have t o d = 0. Hence, 0% a9 = 0, and so, by Lemma 3.12(i) we
get 00 al®? = 0. Consequently, a € Ns. Therefore gcl(A(d)) € N4. This completes the
proof of (ii). O

In the following theorem, we introduce a sufficient condition for pseudo BC[I-algebra to

be p-semisimple.
Theorem 3.21. For any pseudo BCI-algebra A, if gcl({0}) = {0}, then A is p-semisimple.

Proof. Assume that gel({0}) = {0}. Then by Theorem 3.20, Ny = {0}. Since K(A) C Ny,
we get K (A) = {0}. Using Proposition 2.3(p13),(ps), we obtain, for any a € A

0x(ao(0*(0xa)))=0xa)*x(0*(0x(0x*a)))=(0x*a)*(0xa)=0

This implies that a ¢ (0% (0 xa)) € K(A) and so a ¢ (0 % (0 xa)) = 0. On other hand,
(0% (0xa))oa =0 for any a € A. Therefore, 0 % (0*a) = a, and so, by Proposition 2.5, A is
p-semisimple. O

Lemma 3.22. Let A be a pseudo BCI-algebra and a,c € A. If Oxa = 0xc, then 0% a9 =
0 * C(*:Q) = O * C(Q’q)) fOT (J/ll q S N

Proof. The proof is straightforward. O

Theorem 3.23. Let A be a pseudo BCI-algebra with condition (Z). If C is a closed pseudo-
ideal of A, then so is gcl(C). Moreover, Ny C gcl(C).
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Proof. Clearly, 0 € gcl(C). Let a,c*a € gcl(C). Then there exist b,d € C and ¢ € N such
that b* a9, boal®? € C and d * (c* a)*P), do (c* a)®P) € C. Thus, similar to the
argument in Theorem 3.18, we get 0% a®P9, 0% (¢ * a)*P9) € C. Tt follows from Definition
2.1(a2) that co (c*a) = a and so, by Proposition 2.3(p2), we get 0 xa =< 0% (co (c*a)).
Then, by the minimality of 0 * (c¢ (c* a)), we have 0 % (co (¢ *a)) = 0% a. From this, by

Lemma 3.22, we obtain 0% (c o (¢ * a))*P? = 0% a*P9. Now, by Lemma 3.17, we have
(0% c*PD) o (0% (cxa)*PD) = 0% (c* (¢ % a))*PD = 0% a*PD ¢ C.

Thus, since C'is a pseudo-ideal of A and 0 * (¢ * a)(*’pq) € C, we get 0% c*P9) € C and so ¢ €
gcl(C). Therefore gcl(C) is a pseudo-ideal of A. Moreover, due to Theorem 3.18, gcl(C) is
closed. Finally, using Theorem 3.4 and Lemma 3.3(ii), we get Ny = gcl({0}) C gcl(C), and
so the proof is completed. O

The converse of Theorem 3.23 may not hold as seen in the following example.

Ezample 3.24. Let A = (Q — {0}, *,0,1) be the pseudo BCI-algebra and + be the usual
division, which a*xc = aoc = a+c, [12]. By taking C = {27"|n = 0,1, 2, ...}, it can be easily
seen that gcl(C) = {2"|n € Z}. Clearly, gcl(C) is closed but C' is not closed.

Theorem 3.25. Let A be a pseudo BCI-algebra with condition (Z). If C is a closed pseudo-
ideal of A, then gcl(C) = gel(gcl(C)).

Proof. By Lemma 3.3(iii), gcl(C)C gel(gel(C)). For the reverse inclusion, suppose a €
gel(gel(C)). By Theorem 3.23, gcl(C) forms a subalgebra of A. Therefore, applying Lemma
3.13, we get 0 % a9 € gcl(C) for some ¢ € N. Thus 0 % (0 a9)(*P) € C for some p € N.
Then it follows from Lemma 3.12(vi) that 0 % (0 % a)*P9 = 0 % (0 % a~9)*P) ¢ C. Thus
0xa € gcl(C) and so, by closedness of gcl(C), we get 0% (0xa) € gcl(C). On other hand, by
the similar argument in Theorem 3.21, we have 0 * (0 x a) = a. Therefore a € gcl(C) and so
the proof is completed. O

Corollary 3.26. For any pseudo BCI-algebra A with condition (Z), we have
gel(NA) = Noa.

Proof. Using Theorems 3.20(¢) and 3.25, we have

Na = gel({0}) = gel(gel({0})) = gel(Na).
This completes the proof. O

Theorem 3.27. Let A be a pseudo BCI-algebra with condition (Z). Then, N4 is the least
closed pseudo-ideal of A satisfying gcl(Na) = N4.

Proof. By Theorem 3.4, N4 = gcl({0}). Clearly, {0} is a closed pseudo-ideal of A. Then,
by Theorem 3.23, N4 is a closed pseudo-ideal of A too. Also, by Corollary 3.26, gcl(Ny4) =
N 4. To complete the proof, assume that C' is another closed pseudo-ideal of A satisfying
gcl(C) = C. Tt follows from Theorem 3.23 that N4 C gcl(C). Therefore Ng C C, which
completes the proof. O

Using the notion of the “gcl” on the set of all closed pseudo-ideals, denoted by J(A), we

provide a closure operation as seen in the following theorem.
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Theorem 3.28. For any pseudo BCI-algebra satisfying condition (Z), the mapping p :
J(A) = J(A) defined by p(C) =gcl(C) for any C € J(A), is a closure operation.

Proof. The proof is clear by Lemma 3.3 and Theorem 3.25. O

4. CONCLUSIONS

In this work, we introduced several identities which was useful to prove more results. In
the sequel, we defined the notion of generalization of pseudo p-closure (denoted by gcl), and
study related properties. Using this notion, we gave a necessary and sufficient condition for
an element to be minimal. Also, by using the mentioned notion, we gave a necessary and
sufficient condition for pseudo BCI-algebra to be nilpotent. Moreover, the gcl of subalgebras
and pseudo-ideals was determined. Finally, we showed that the gcl, as a function, acts on
the closed pseudo-ideals as the same as a closure operation.
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